
Social Sciences and Education Research Review, Volume 12, Issue 1 – 2025 

 256 

 

  
 2025, vol. 12, issue 1, 256 - 268 
 
RESEARCH ARTICLE https://doi.org/10.5281/zenodo.15804554 
 
 

The Algorithmic Auteur: AI, Cultural Production, and the 
Reconfiguration of Audiovisual Media 

 
Dan Valeriu Voinea 

University of Craiova 

Abstract 
Artificial Intelligence (AI) is enacting a profound transformation across the audiovisual media landscape, 

reconfiguring practices, economies, and cultural forms. This paper addresses the research question: How is AI 
reconfiguring the entire ecosystem of audiovisual media, from the granularities of production to the macro-
structures of cultural meaning, economic models, and regulatory control? Employing a systematic literature 
review, we analyze the integration of AI across the media value chain and its broader socio-cultural implications. 
We find that while AI offers unprecedented efficiencies, it also introduces significant challenges related to creative 
homogenization, labor displacement, algorithmic bias, and intellectual property. To provide a comprehensive 
analytical lens, we propose the theoretical framework of the Algorithmic Auteur. This concept extends traditional 
auteur theory to conceptualize AI not as a mere tool, but as a complex, networked agent whose outputs are 
shaped by the interplay of its technical architecture, training data, economic imperatives, and human 
collaborators. Our analysis reveals three critical dynamics: a nexus between efficiency and creative 
homogenization, where AI's predictive logic favors derivative content; the emergence of labor agreements as a 
primary form of grassroots algorithmic governance; and a fundamental divergence in global regulatory 
philosophies, pitting a rights-based European model against a market-driven American one. We conclude by 
offering recommendations for policymakers, industry stakeholders, and educators to foster a human-centric 
approach to AI integration, ensuring that technological innovation serves to augment, rather than subvert, human 
creativity and cultural diversity. 
 
Keywords: Artificial Intelligence (AI); Audiovisual Media; Algorithmic Auteur; Creative 
Homogenization;Media Regulation 

 

1. Introduction 
The integration of Artificial Intelligence (AI) into modern media communications marks not merely a 

technological evolution but a fundamental revolution that is reshaping how audiovisual content is produced, 
distributed, and consumed (Sonni, 2025). From automated script analysis and generative visual effects to 
personalized content recommendation and new forms of immersive storytelling, AI has emerged from the realm 
of science fiction to become a tangible and potent force within the creative industries(World Economic Forum, 
2025). This shift, accelerated by the recent proliferation of powerful generative AI (genAI) models, has permeated 
every stage of the content lifecycle, offering transformative benefits in efficiency and scale while simultaneously 
posing profound challenges to established norms of creativity, labor, ethics, and law (Abed & Farrokhi, 2025).

 
The 

rapid pace of this technological adoption has outstripped the development of corresponding analytical, ethical, 
and regulatory frameworks . While scholarship has begun to document AI's various applications, much of the 
existing research remains siloed, focusing on specific tools or isolated ethical dilemmas. There is a pressing need 
for a holistic, interdisciplinary approach that can synthesize these disparate threads and critically assess the 
systemic impact of AI on the entire media ecosystem (Vlăduțescu & Stănescu, 2025). 

This paper seeks to address this gap through a central research question: How is AI reconfiguring the 
entire ecosystem of audiovisual media, from the granularities of production to the macro-structures of cultural 
meaning, economic models, and regulatory control? In pursuing this question, we aim to move beyond descriptive 
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accounts of AI applications (Chan-Olmsted, 2019) and develop a critical, synthetic framework capable of navigating 
the complex interplay between technological affordances, economic pressures, cultural values, and human 
agency. 

The "Algorithmic Auteur" Framework 
To guide our analysis, we introduce a new theoretical framework: the Algorithmic Auteur. Traditional 

auteur theory, originating in French film criticism, posits that a director can be viewed as the primary "author" of 
a film, imbuing the work with a distinct, personal vision. We propose a significant extension of this concept to 
conceptualize AI not as a neutral, passive tool, but as a complex, non-human agent that actively co-creates media 
artifacts. The Algorithmic Auteur is a networked entity, a locus of intersecting forces, comprising: 

The Technical Architecture: The underlying AI models themselves—including machine learning, natural 
language processing (NLP), computer vision, and generative adversarial networks (GANs)—whose operational 
logic dictates the realm of possible outputs (Abed & Farrokhi, 2025). 

The Cultural Dataset: The vast archives of text, images, and sounds on which the AI is trained. These 
datasets are not neutral repositories but are saturated with the historical, social, and cultural biases of the human 
societies that produced them (Foka & Griffin, 2024). 

The Economic Logic: The commercial imperatives of the platforms and studios that deploy the AI. These 
imperatives overwhelmingly prioritize efficiency, cost reduction, risk mitigation, and the prediction of market 
success, thereby shaping the AI's creative "choices" (Arkenberg et al., 2024). 

The Human Collaborator: The network of human creators—writers, directors, actors, editors—who 
interact with the AI through prompts, curation, and refinement. Their creative intent is mediated through the AI, 
but they also shape its final output (Gosier, 2022). 

This framework allows us to analyze the emergent properties of AI-driven media, examining the tensions 
between automation and creativity, the reconfiguration of labor and power, the ethics of representation in a data-
driven world, and the profound challenges AI poses to legal paradigms of authorship and liability. 

 
2. Literature Review: Mapping the Intersections of AI and Media Studies 
To contextualize our analysis, we first synthesize the existing body of scholarship at the intersection of 

artificial intelligence and media studies. This literature can be broadly categorized into three streams: studies of 
AI in production and narrative, analyses of its political and economic impact, and critical cultural perspectives on 
its societal implications. 

2.1. AI in Production and Narrative Studies 
A significant portion of the literature focuses on the practical application of AI as a tool within the 

audiovisual production process, often framing it as a means to enhance efficiency and augment human 
creativity(Chan-Olmsted, 2019).

 
Research in this area documents the use of AI in specific tasks such as script 

analysis (leylinepro.ai, 2024), automated film editing (Zhang et al., 2025), visual effects (VFX) generation 
(Matthews et al., 2024), and sound design (Patkachar et al., 2025). These studies demonstrate how AI can 
automate repetitive and labor-intensive processes—like rotoscoping in VFX or sifting through dailies in editing—
thereby freeing human artists to concentrate on higher-level creative decisions (Aleessawi & Alzubi, 2024).

 
However, this body of work also reveals a central tension. A systematic review by Santiago et al. highlights 

a key paradox: while AI is often touted as a driver of innovation, its current application in audiovisual narrative 
frequently results in the reproduction of nostalgic and retro styles (Franco Lazarte et al., 2025).

 
Because AI models 

are trained on vast datasets of existing media, they excel at imitating and recombining past aesthetics. This creates 
a dynamic where a futuristic technology becomes a powerful engine for reinforcing established conventions rather 
than generating genuinely novel forms of expression (Franco Lazarte et al., 2025). This "nostalgia paradox" 
suggests that the "creativity" of AI is often constrained by the historical data it ingests, a theme we will explore 
further through our "Algorithmic Auteur" framework. 

2.2. The Political Economy of Algorithmic Media 
A second stream of literature examines the economic drivers and consequences of AI's integration into 

the media industries. This scholarship analyzes AI as a disruptive force that is reshaping business models, value 
chains, and labor relations (Feher, 2024). The economic rationale for AI adoption is frequently tied to cost 
reduction and efficiency gains, particularly as traditional studios face immense financial pressure in the 
competitive streaming market (Arkenberg et al., 2024). AI-driven predictive analytics, for instance, are being 
developed to de-risk high-budget productions by forecasting commercial success based on historical data (Lash & 
Zhao, 2016).

 
This economic logic creates a fundamental tension. On one hand, the proliferation of affordable AI tools 

has been framed as a "democratizing" force, empowering independent creators with limited budgets to produce 
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high-quality content that was previously the exclusive domain of major studios (Gosier, 2022). On the other hand, 
the development and deployment of the most powerful, proprietary AI systems require immense capital and 
computational resources, threatening to further concentrate market power in the hands of a few dominant 
technology companies and media conglomerates. Furthermore, this literature highlights the profound impact of 
automation on creative labor, a concern that culminated in the 2023 Hollywood strikes and the subsequent 
negotiation of AI-specific clauses in union contracts (Aleessawi & Alzubi, 2024).

 
2.3. Critical and Cultural Perspectives on AI Media 
The third and most critical stream of scholarship interrogates the broader socio-cultural implications of 

AI-driven media. This work draws on theories from sociology, cultural studies, and posthumanism to analyze AI 
not just as a tool or economic force, but as a system embedded with values and biases that actively shapes culture. 

A central theme is algorithmic bias. Researchers have demonstrated that AI systems, trained on historical 
data, inevitably inherit and often amplify the biases present in that data (Hardebolle et al., 2024). When applied 
to cultural heritage collections, which may reflect colonial, patriarchal, or otherwise exclusionary worldviews, AI 
can perpetuate and scale these harmful representations in new and insidious ways (Foka & Griffin, 2024). This has 
led to calls for more critical, human-in-the-loop approaches to AI development, emphasizing the need for 
humanities expertise to contextualize data and mitigate bias (UNESCO Chair on Intangible Cultural Heritage in 
Public and Global Governance Opening Event, 2024).

 
This critique connects to broader theories of surveillance capitalism (Moskatova et al., 2021). Scholars in 

this vein argue that the "algorithmic gaze"—the automated monitoring, interpretation, and prediction of user 
behavior—is a new form of power (Beitman, 2025).

 
In media, this gaze manifests not only in personalized 

recommendation systems that can create filter bubbles and echo chambers (Sonni, 2025) but also in the very 
production of content, which is increasingly optimized to capture attention and conform to algorithmically-defined 
metrics of success. 

Finally, posthumanist scholarship provides a theoretical lens for questioning the very nature of creativity, 
authorship, and agency in an age of intelligent machines (Mark Anthony G. Moyano, 2025). By challenging the 
anthropocentric assumption that creativity is an exclusively human domain, this literature opens the door to 
conceptualizing AI as a co-creator or collaborator. It provides a crucial foundation for our "Algorithmic Auteur" 
framework, which seeks to understand AI's agency without falling into simplistic anthropomorphism, analyzing it 
instead as a complex assemblage of human and non-human actors (Xu, 2025).

 
2.4. Research Gaps 
Our review of the literature reveals several key gaps. While many studies provide excellent descriptive 

accounts of specific AI applications (de-Lima-Santos & Ceron, 2021) or focus on isolated ethical issues like 
disinformation (Sonni, 2025), there is a lack of research that provides a holistic, synthetic framework connecting 
the technical pipeline, the political economy, the cultural impacts, and the emerging legal regimes. The field needs 
a conceptual tool that can account for the multifaceted nature of AI's agency in the creative process. This paper 
aims to fill that gap by proposing and applying the "algorithmic auteur" framework as a means of integrating these 
disparate streams of research into a cohesive and critical analysis. 

 
3. Deconstructing the AI-Driven Media Ecosystem 
We organize our analysis into three interconnected domains: the technical reconfiguration of the 

production pipeline, the shifting political economy of the algorithmic studio, and the profound ethical and cultural 
questions raised by the "algorithmic gaze." 

3.1. The New Production Pipeline: Efficiency, Homogenization, and the Nostalgia Paradox 
AI is being integrated into every stage of the audiovisual production process, from initial concept to final 

delivery. This integration is driven by a logic of efficiency, but it carries significant implications for the nature of 
creative work and the aesthetic qualities of the media produced. 

 
Table 1: AI Applications Across the Audiovisual Production Pipeline 

Production 
Stage 

Function AI Application / 
Technology 

Description 

Pre-
Production 

Narrative Script Analysis & 
Generation 

AI analyzes scripts for plot, pacing, character arcs; 
Generative AI drafts scenes/dialogue. (Franco Lazarte et al., 
2025) 
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 Economic Predictive 
Analytics 

AI models forecast box office success based on historical 
data to de-risk investment. (leylinepro.ai, 2024) 

Production Visual Automated 
Cinematography 

AI-powered camera robots autonomously track subjects and 
control camera movements. (Nikhil, 2025) 

 Visual Virtual 
Production / 
NeRFs 

GenAI creates real-time 3D assets and environments for LED 
stages; NeRFs build 3D scenes from 2D images. (Morton, 
2024) 

 Performative Digital Humans / 
De-Aging 

AI creates photorealistic digital actors, de-ages performers, 
and generates synthetic voices. (Nikhil, 2025) 

Post-
Production 

Editing Automated 
Editing 

AI assists in shot selection, footage segmentation, and 
creating rough cuts. (Zhang et al., 2025) 

 Visual VFX / CGI 
Automation 

AI automates rotoscoping, color grading, and generates 
realistic textures and effects. (Matthews et al., 2024) 

 Audio Sound Design & 
Music 

AI generates sound effects, performs automated dubbing, 
and composes musical scores. (Patkachar et al., 2025) 

 Archival Film Restoration AI restores, colorizes, and re-times old footage, generating 
missing frames. (They Shall Not Grow Old, n.d.) 

 
Pre-Production: The Data-Driven Greenlight 
In the earliest stages of creation, the Algorithmic Auteur manifests as a tool for risk mitigation. AI-powered 

systems for script analysis, drawing on NLP and machine learning, dissect screenplays for narrative structure, 
character development, and dialogue quality, offering "objective feedback" based on patterns learned from 
thousands of past scripts (leylinepro.ai, 2024). This is often paired with predictive analytics platforms that forecast 
a film's potential profitability by analyzing variables such as genre, cast, and release window (Lash & Zhao, 2016). 
While these tools are presented as aids to creativity, their underlying logic is economic. They are designed to 
identify and replicate the features of past commercial successes, effectively steering creative decisions toward 
formulaic and market-tested conventions before a single frame is shot (leylinepro.ai, 2024). Generative models 
can now go a step further, drafting entire scenes or episodes based on simple prompts, accelerating the ideation 
process but also grounding it in the statistical mean of its training data (Sapra, 2025).

 
Production: The Automated Set 
During production, AI's role becomes more visibly embodied. The rise of virtual production, heavily reliant 

on real-time game engines like Unreal Engine, is accelerated by generative AI that can rapidly create hyper-realistic 
3D assets, textures, and environments (Morton, 2024). Technologies like Neural Radiance Fields (NeRFs) can 
construct immersive 3D scenes from a series of 2D images, revolutionizing the creation of digital sets 
(Montgomery, 2023). This is complemented by automated cinematography, where AI-driven camera robots can 
autonomously track actors and execute complex camera movements with a precision that can exceed human 
capability (Fteiha et al., 2024). The actor, too, is becoming a site of algorithmic intervention. AI is now routinely 
used for digital de-aging, as seen in Martin Scorsese's The Irishman (Nikhil, 2025), and for the creation of fully 
synthetic "digital humans" that can perform alongside or in place of human actors (Zhang et al., 2025). This raises 
profound questions about the nature of performance and likeness, which we will address in our discussion of labor 
and regulation. 

Post-Production: The Algorithmic Finish 
In post-production, AI's capacity for automation is most fully realized. AI-assisted editing tools can analyze 

hours of footage to identify the best takes, automatically segment scenes, and assemble rough cuts, drastically 
reducing the manual labor involved in the editing process (Zhang et al., 2025). In the realm of VFX and CGI, AI 
automates historically painstaking tasks like rotoscoping, motion tracking, and color correction, allowing artists to 
focus on more complex creative challenges (Matthews et al., 2024). Similarly, in sound design, AI is used for 
everything from cleaning up dialogue and generating sound effects to composing adaptive musical scores and 
creating synthetic voices for automated dubbing (Patkachar et al., 2025).
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A paradigmatic case study of AI in post-production is Peter Jackson's 2018 documentary They Shall Not 
Grow Old. Jackson's team used sophisticated AI algorithms to restore, denoise, colorize, and stabilize century-old 
silent footage from the First World War. The AI was even used to generate missing frames, transforming the jittery, 
hand-cranked footage into smooth, modern 24-frames-per-second video, and forensic lip-readers were used to 
reconstruct dialogue that was then performed by voice actors (Kenealey, 2021). The result is a visceral and 
immersive historical document that makes the past feel startlingly present. Yet, this achievement perfectly 
illustrates the "nostalgia paradox" identified in the literature (Franco Lazarte et al., 2025). Here, the most advanced 
technology is deployed not to imagine a new future, but to flawlessly reconstruct a past aesthetic, raising complex 
questions about authenticity, historical representation, and the curatorial role of the algorithm. 

The pervasive integration of these technologies across the pipeline reveals a powerful dynamic. The 
economic imperative driving AI adoption is the pursuit of efficiency, cost-cutting, and risk reduction (Arkenberg et 
al., 2024). AI tools achieve this by analyzing vast datasets of past media to identify and replicate patterns 
associated with success. This creates a systemic bias towards homogenization. The Algorithmic Auteur, in this 
context, is not a neutral assistant but an active agent of conformity, its "creative" suggestions guided by a statistical 
logic that favors the familiar over the novel. The very tools designed to "streamline" the creative process may, in 
fact, be channeling it down narrower, more predictable paths, potentially stifling the originality and risk-taking 
that have historically driven artistic innovation(Davenport & Bean, 2023).

 
3.2. The Political Economy of the Algorithmic Studio 
The technical transformation of the production pipeline is inextricably linked to a radical shift in the 

political economy of the media industries. The global market for generative AI in media and entertainment is 
expanding at a remarkable rate, projected to grow from just under $2 billion in 2024 to over $16 billion by 2033 
(Dimension Market Research, 2024). This growth, centered primarily in North America, is fueled by the adoption 
of cloud computing and the relentless demand for more content.

 
This economic restructuring has profound 

implications for business models and, most critically, for creative labor. 
AI transforms monetization strategies by enabling hyper-personalization at scale. By analyzing viewer 

data, platforms can optimize content recommendations, tailor advertising with unprecedented precision, and 
even use dynamic pricing models, all in service of maximizing engagement and revenue (Kido, 2024). However, 
this data-driven efficiency comes at a cost, raising the specter of widespread labor disruption. This tension erupted 
publicly during the 2023 Hollywood strikes, where the Writers Guild of America (WGA) and the Screen Actors 
Guild-American Federation of Television and Radio Artists (SAG-AFTRA) made the governance of AI a central 
demand (Davenport & Bean, 2023).

 
The resulting agreements represent a landmark moment in the history of labor and technology. They are 

not merely contracts but are, in effect, one of the first robust attempts to govern the Algorithmic Auteur from the 
ground up, establishing crucial guardrails around its use. These agreements function as a form of de facto 
regulation, stepping into a void left by slower-moving legislative bodies (Miller et al., 2025).

 
They seek to legally 

and economically subordinate the algorithm to the human creator by defining what AI is and, more importantly, 
what it is not. 

Table 2: Key Provisions of the 2023 WGA and SAG-AFTRA AI Agreements (Bondy et al., 2024) 

Provision Category Writers Guild of America (WGA) SAG-AFTRA 

Definition of AI Distinguishes between traditional 
AI (VFX) and Generative AI (GAI). 

Defines "Digital Replicas" and 
"Synthetic Performers." 

Authorship/Credit AI cannot be a "writer." AI-
generated material is not 
"literary material" and cannot be 
used to undermine a writer's 
credit or separated rights. 

"Artist," "singer," and "royalty 
artist" are defined as human. AI 
cannot receive performance 
credit. 

Consent Company cannot require a writer 
to use AI. A writer can choose to 
use AI if the company consents. 

Requires "clear and conspicuous 
consent" for the creation and use 
of a performer's digital replica. 
Separate consent and bargaining 
required for use in new projects. 
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Compensation If a company provides AI 
material, the writer must be paid 
as the "first writer," not for a 
lower-paid rewrite. 

Guarantees compensation for the 
time spent creating a replica and 
for its use, including applicable 
residuals. 

Transparency Company must disclose to the 
writer if any provided materials 
were generated by AI. 

Requires a "reasonably specific 
description" of intended 
alterations or uses of a digital 
replica. 

Training Data The WGA reserves the right to 
assert that using writers' material 
for AI training is prohibited by the 
MBA or other laws. 

Union and studios to meet 
regularly to discuss 
compensation for use of works to 
train AI. 

The WGA agreement's core achievement is the legal demarcation that AI cannot be a "writer". This 
prevents studios from using AI-generated text as "source material" to devalue a human writer's contribution and 
reduce their compensation to a lower-paid "rewrite" fee (Writers Guild of America, 2025). The SAG-AFTRA 
agreement, meanwhile, focuses on protecting a performer's most valuable assets: their voice and likeness. It 
establishes a detailed framework for consent and compensation around the creation of "digital replicas," 
recognizing the existential threat posed by AI's ability to create synthetic performances (Bondy et al., 2024). The 
union's ongoing negotiations with the video game industry and its proactive engagement with AI technology 
companies like Ethovox and Narrativ underscore that this is a continuous battle to define the terms of human-AI 
collaboration (Writers Guild of America, 2023).

 
These labor agreements are a crucial site of analysis because they represent a practical, negotiated 

settlement on the agency of AI. By mandating human consent, control, and fair compensation, the unions are 
forcing the industry to treat the Algorithmic Auteur as an "embodiment tool" that extends human creativity, rather 
than an autonomous "alterity partner" that replaces it (Xu, 2025). This struggle to define and constrain the 
algorithm within the political economy of the studio is a microcosm of the broader societal challenge of AI 
governance. 

3.3. The Algorithmic Gaze: Bias, Culture, and the Ethics of Representation 
The influence of the Algorithmic Auteur extends beyond the production pipeline and the studio's balance 

sheet into the very fabric of culture. The AI models driving this transformation are not created in a vacuum; they 
are trained on vast datasets of human cultural output, and in doing so, they inherit our collective histories, values, 
and biases (UNESCO Chair on Intangible Cultural Heritage in Public and Global Governance Opening Event, 2024).

 
Bias and Cultural Heritage 
A critical body of research demonstrates that cultural heritage collections (CHCs), which form a significant 

part of the training data for many AI models, are themselves biased artifacts. Assembled through historical 
processes often marked by colonialism, exclusion, and dominant narratives, these collections underrepresent 
marginalized groups and perspectives. When AI is trained on this data, it doesn't just reflect these biases; it learns 
them as objective patterns and can amplify them at an unprecedented scale. This can lead to AI systems that 
generate stereotypical or inaccurate representations, perpetuating a form of "digital cultural colonialism". 
Scholars argue that mitigating this requires deep, interdisciplinary collaboration, with humanities experts 
providing the critical context necessary to annotate datasets and guide AI development in a more equitable 
direction, a process often described as a "human-in-the-loop" approach (Foka & Griffin, 2024).

 
Surveillance Capitalism and the Algorithmic Gaze 
This issue of bias is compounded by the economic logic of the platforms that deploy AI. Drawing on 

theories of surveillance capitalism, we can understand the network of AI systems that mediate our media 
consumption as an "algorithmic gaze" (Beitman, 2025). This is not a passive observation but an active, 
instrumentarian power that monitors user behavior—clicks, views, shares, and searches—to generate predictive 
models of our preferences and desires. (Moskatova et al., 2021) These models are the core product of surveillance 
capitalism, sold to advertisers or used to fine-tune recommendation engines that keep users engaged (Chan-
Olmsted, 2019).

 
This has a dual effect on culture. On the consumption side, it can lead to the formation of "echo chambers" 

and "filter bubbles," where users are only shown content that reinforces their existing beliefs, limiting exposure 
to diverse perspectives and potentially fragmenting the public sphere (Sonni, 2025). On the production side, it 
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creates a powerful feedback loop. Content that performs well under the algorithmic gaze—content that is 
predictable, engaging, and commercially safe—is rewarded with greater visibility, which in turn informs the 
datasets used to train the next generation of AI content creators. This risks creating a culture of conformity, where 
creative expression is increasingly tailored to the perceived preferences of the algorithm. 

Cultural Specificity and Global Regulation 
Complicating this picture is the fact that preferences for AI are not universal. Research in cultural 

psychology suggests that what people want from AI is culturally contingent. A study by Ge and Xu found that while 
participants from European American contexts tended to prefer AI that was a controllable tool (reflecting an 
"independent" model of agency), Chinese participants were more open to AI as a relational partner with its own 
feelings and autonomy (reflecting an "interdependent" model of agency) (Itoi, 2024). This finding challenges the 
implicit Western cultural defaults built into much of today's AI design and has profound implications for the global 
development and reception of AI-driven media. 

In response to these complex challenges, regulatory bodies worldwide are beginning to act, but their 
approaches reveal a fundamental philosophical divergence. This split is most evident in the contrast between the 
European Union and the United States. 

Table 3: A Comparative Analysis of Global Regulatory Frameworks for AI in Media 
 

Regulatory Issue United States Approach (Lord, 
2025) 

European Union Approach (Miller 
et al., 2025) 

Core Philosophy Market-driven, IP-focused, ex-
post (litigation-based). 

Rights-based, risk-focused, ex-
ante (precautionary). 

Key Legislation US Copyright Act, case law (e.g., 
fair use). No single federal AI law. 

EU AI Act, Copyright Directive 
(DSM). 

Authorship/Copyright Requires "human authorship." 
Prompts alone are insufficient. 
Protects human 
modification/arrangement of AI 
output. 

AI-generated content must be 
marked. Does not create a new 
authorship right for AI. Focuses 
on enabling human rights 
holders. 

Training Data Governed by "fair use" doctrine, 
determined case-by-case in 
court. A highly contested area. 

AI Act requires providers to 
publish "sufficiently detailed" 
summaries of training data to 
enable copyright enforcement. 

Transparency Disclosure of AI use required in 
copyright registration. 

Mandated transparency for 
deepfakes and AI-generated 
content. 

Liability Determined through product 
liability, tort, and copyright 
infringement lawsuits. 

AI Liability Directive was 
proposed but withdrawn; liability 
remains a complex issue 
governed by existing and 
forthcoming rules. 

 
The EU AI Act represents a comprehensive, horizontal, and risk-based regulatory model. It prohibits 

"unacceptable risk" AI systems and imposes stringent obligations on "high-risk" systems. For the media sector, its 
most relevant provisions concern transparency. It mandates that AI-generated content, including deepfakes, be 
clearly labeled (Nizza, 2024). Crucially, it requires providers of General-Purpose AI (GPAI) models to publish a 
"sufficiently detailed summary" of the copyrighted content used for training, a measure intended to empower 
rights holders. (Regulation - EU - 2024/1689 - Artificial Intelligence Act, 2024) However, creative industry groups 
have voiced concerns that this is a "temporary fix" undermined by loopholes in the EU's copyright law concerning 
text and data mining (TDM) (Nizza, 2024).
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The US, in contrast, has pursued a more fragmented, market-oriented approach centered on existing 
intellectual property law (Miller et al., 2025). The US Copyright Office has been at the forefront, issuing guidance 
that reaffirms the necessity of "human authorship" for copyright protection. Under this guidance, works generated 
entirely by AI are not copyrightable, and merely providing prompts is deemed insufficient to confer authorship 
because it does not give the user enough creative control over the output (Epstein et al., 2025). Copyright can, 
however, subsist in the human-authored elements of a work that incorporates AI, such as the creative selection 
or arrangement of AI-generated material or substantial modifications made to it (United States Copyright Office, 
2025). The central legal battleground in the US remains the doctrine of "fair use" as it applies to the ingestion of 
copyrighted works for AI training, an issue currently being litigated in the courts (United States Copyright Office, 
2025).

 
This regulatory divergence reflects two different conceptions of the Algorithmic Auteur. The EU's rights-

based framework treats it primarily as a social and political agent whose potential harms to fundamental rights 
must be preemptively regulated for the public good. The US's market-based framework treats it primarily as an 
economic agent whose outputs are commodities to be governed by the rules of property and competition. How 
these two powerful regulatory models interact and influence each other will be a defining feature of global AI 
governance for years to come. 

 
4. Discussion 
Our analysis of the AI-driven media ecosystem reveals a complex and often contradictory landscape. The 

"Algorithmic Auteur" framework allows us to synthesize these findings and move beyond a simple "tool" metaphor 
to understand AI as a site of contested power and a nexus of technical, economic, and cultural forces. It is not a 
singular entity with a coherent vision, but an assemblage whose "authorship" is distributed across a network of 
human and non-human actors. This framework brings three fundamental tensions into sharp relief. 

First is the tension between creativity and automation. The Algorithmic Auteur embodies this conflict. 
On one hand, it can be a powerful partner for creative augmentation, handling tedious tasks and generating novel 
ideas that can break creative blocks (Sapra, 2025). On the other hand, its reliance on statistical patterns learned 
from past data creates a powerful gravitational pull towards formulaic, derivative content that can feel soulless or 
lack a "human touch" (Sun, 2024). The role of the human creator is thus transformed from one of solitary genius 
to one of collaborator, prompter, and curator, engaging in a dialogue with the machine (Xu, 2025). The quality and 
originality of the final work depend on the nature of this dialogue and the human's ability to guide, question, and 
ultimately override the algorithm's probabilistic inclinations. 

Second is the tension between economic efficiency and artistic and ethical integrity. The primary driver 
for the deployment of the Algorithmic Auteur in the industry is economic: the promise of producing more content, 
faster, and for less money (Gosier, 2022). This logic of optimization, however, often stands in direct opposition to 
the values of artistic risk-taking, cultural diversity, and the economic well-being of human creators (Davenport & 
Bean, 2023). The Hollywood labor agreements are a direct response to this conflict, an attempt to insert human 
rights and values into a system that would otherwise prioritize pure efficiency. The agreements are a testament 
to the fact that the integration of AI is not a purely technical question but a political and economic one, concerning 
the distribution of resources, power, and value in the creative economy. 

Third is the tension between innovation and risk. The Algorithmic Auteur is undeniably a source of 
profound innovation, enabling new aesthetic possibilities like the real-time virtual production of The Creator or 
the historical reconstruction of They Shall Not Grow Old (Morton, 2024). Yet, this same technology introduces 
commensurate risks. The capacity to generate hyper-realistic deepfakes and synthetic media creates 
unprecedented opportunities for disinformation and manipulation (Sonni, 2025).

 
The ability to train models on 

the entire corpus of digital human culture raises existential questions about copyright and intellectual property 
(Moss, 2025). And the amplification of biases embedded in training data threatens to reproduce social inequalities 
on a global scale (Foka & Griffin, 2024).

 
Ultimately, the "Algorithmic Auteur" is best understood as a mirror reflecting the society that created it. 

Its "vision" is a composite of the data we have fed it, the economic systems we have built around it, and the legal 
and ethical frameworks we are struggling to impose upon it. Its outputs are not the product of an alien intelligence 
but are a remix of our own cultural past, re-presented to us through a powerful new technological lens. 

 
5. Conclusion 
The rapid integration of artificial intelligence is fundamentally reconfiguring the landscape of audiovisual 

media. Throughout this paper, we have proposed and applied the framework of the "Algorithmic Auteur" to move 
beyond a simplistic tool-based understanding of AI. We have argued that AI in media functions as a complex, 
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networked agent, its outputs shaped by a convergence of technical architecture, vast cultural datasets, powerful 
economic incentives, and ongoing human collaboration. 

Our analysis has demonstrated that this new form of authorship is defined by a series of critical tensions. 
The drive for efficiency creates a powerful nexus with creative homogenization, as algorithms trained on past 
successes favor derivative content. The political economy of the algorithmic studio has placed intense pressure 
on creative labor, prompting unions to step into a regulatory void and negotiate groundbreaking agreements that 
function as a form of grassroots algorithmic governance. At a global level, we have identified a fundamental 
divergence in regulatory philosophies between the rights-based, precautionary approach of the European Union 
and the market-driven, IP-focused model of the United States. 

Navigating this complex future requires a proactive and human-centric approach (World Economic Forum, 
2025). The challenges posed by the Algorithmic Auteur—from labor displacement and ethical bias to the erosion 
of authorship and the potential for mass disinformation—are not merely technical problems to be solved by better 
code. They are deeply social, cultural, and political challenges that demand thoughtful governance, critical 
engagement, and a renewed commitment to the values that underpin a healthy creative ecosystem. The goal 
should not be to halt technological progress, but to steer it in a direction that ensures AI serves to augment and 
enrich human creativity, rather than diminish or replace it (Ghaith, 2024). The following recommendations are 
offered as a starting point for this crucial endeavor. 

 
6. Recommendations for Stakeholders 
Based on our analysis, we propose the following evidence-based recommendations for key stakeholders, 

organized to address the multifaceted challenges of AI integration in audiovisual media. 
For Policymakers and Regulators: 
Develop Agile and Technology-Neutral Governance Regulators should avoid overly prescriptive, 

technology-specific rules that will quickly become obsolete. Instead, they should focus on developing agile, 
principles-based frameworks that prioritize outcomes such as fairness, transparency, accountability, and human 
oversight. The EU AI Act's risk-based approach offers a valuable model, though its implementation will require 
continuous adaptation (Nizza, 2024). 

Foster International Regulatory Dialogue. The divergence between the US and EU approaches creates 
uncertainty and compliance challenges for a global industry. Policymakers should establish formal dialogues to 
seek harmonization on key issues, particularly regarding standards for training data transparency and a framework 
for cross-border liability. 

Strengthen and Clarify Intellectual Property Law. Existing copyright law is being stretched to its limits. 
Legislatures must provide greater clarity on the copyrightability of AI-assisted works and, crucially, establish clear 
rules for the use of copyrighted material in AI training. This may require moving beyond the perceived "temporary 
fix" of current legislation (International Federation of Journalists et. al, 2024) and exploring novel licensing models, 
such as collective licensing, to ensure creators are fairly compensated for the use of their work. 

Enact Protections Against Malicious Deepfakes. The proliferation of non-consensual and manipulative 
deepfakes represents an immediate threat. Lawmakers should enact specific legislation, such as the proposed NO 
FAKES Act in the US (SAG-AFTRA, 2025), to protect an individual's right of publicity and provide clear legal recourse 
against the malicious use of their voice and likeness, while carefully balancing these protections with First 
Amendment considerations (Sen. Cruz, 2025). 

For Industry Leaders and Practitioners: 
Adopt a "Human-in-the-Loop" Mandate. Studios and production companies should formally adopt a policy 

of "human-in-the-loop" for all critical creative systems. This principle ensures that AI is used as an assistive tool to 
augment human judgment, not as an autonomous decision-maker, preserving artistic integrity and accountability 
(Foka & Griffin, 2024).

 
A framework like the proposed "Human Control Index (HCI)" could be used to quantify and 

ensure meaningful human involvement (Xu, 2025). 
Invest in Workforce Development and Upskilling. The skills required for creative work are changing. The 

industry must invest in robust training and upskilling programs to equip writers, artists, and technicians with the 
skills needed for effective human-AI collaboration, including prompt engineering, data literacy, and critical 
evaluation of AI outputs.(Franco Lazarte et al., 2025) 

Prioritize Ethical AI Procurement and Development. Companies must move beyond a purely cost-based 
calculus when adopting AI. They should conduct rigorous ethical audits of AI tools and their training data to identify 
and mitigate potential biases. Transparency should be a core tenet, both internally with creative teams and 
externally with audiences regarding the use of AI in content creation. 
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For Educators and Researchers: 
Implement Critical AI Audiovisual Literacy (AIAL). Educational institutions must integrate AI literacy into 

media, film, and journalism curricula. This goes beyond teaching students how to use AI tools; it involves equipping 
them with the critical framework to analyze the epistemological, aesthetic, and ethical implications of AI-
generated content, as proposed by the AIAL framework (Writers Guild of America, 2025).

 
Promote Interdisciplinary Research. The complex challenges of AI require interdisciplinary solutions. 

Universities and funding bodies should incentivize collaborative research that brings together computer science, 
the humanities, social sciences, and law to develop more holistic and context-aware understandings of AI's impact. 

Champion a Culture of Critical Experimentation. Educators should create pedagogical environments 
where students can experiment with AI tools critically. This includes embracing approaches like "generative 
failure," where the goal is not to produce a polished output but to probe the limits and biases of AI systems, 
thereby fostering a deeper understanding of their inner workings and fostering genuine creativity (Writers Guild 
of America, 2025).

 
 

7. Future Research Directions 
Our investigation into the role of the Algorithmic Auteur in audiovisual media has revealed several areas 

where further scholarly inquiry is urgently needed. We propose the following directions for future research: 
Longitudinal and Ethnographic Studies of AI in Creative Workflows. While our review documents the many 

ways AI is being adopted, there is a scarcity of long-term, qualitative research on its impact. Longitudinal studies 
tracking the evolution of newsroom practices over several years (Sonni, 2025) and deep ethnographic studies 
observing film production teams as they integrate AI tools into their day-to-day workflows are needed to 
understand the nuanced effects on creative collaboration, professional identity, and organizational culture. 

Cross-Cultural Audience Reception Studies. Initial research indicates that preferences for and perceptions 
of AI are culturally specific (Itoi, 2024). We need robust, cross-cultural audience reception studies to explore how 
viewers from different backgrounds interpret, trust, and value AI-generated or AI-assisted content. This is crucial 
for understanding the global market for algorithmic media and for designing more culturally aware AI systems. 

The Pedagogy of "Generative Failure". The concept of "generative failure"—using AI tools not for their 
intended polished output but as a way to explore their limitations and biases—presents a promising pedagogical 
approach (Writers Guild of America, 2025). Further research should investigate the effectiveness of this and other 
critical pedagogies in teaching AI literacy and fostering authentic creativity in educational settings. 

The Impact of Immersive and Interactive AI Narratives. The convergence of AI with immersive 
technologies like augmented and virtual reality is creating new possibilities for interactive and personalized 
storytelling. The effectiveness and impact of these new formats on audience engagement, understanding, and 
critical thinking remain a significant and largely unexplored research area (Sonni, 2025). 

Developing Frameworks for Algorithmic Accountability. As AI systems become more autonomous, 
questions of liability become more complex. Legal scholarship must continue to develop robust frameworks for 
assigning accountability for harms caused by algorithmic systems, whether it involves copyright infringement, 
defamation, or the perpetuation of discrimination. This includes building on emerging models of product liability 
and corporate liability for "employed algorithms" (Grochowski, 2025). 

By pursuing these research avenues, the academic community can play a vital role in shaping a more 
equitable, ethical, and creatively vibrant future for audiovisual media in the age of artificial intelligence. 
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